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Ab initio molecular orbital calculations at HF/6-31G, HF/6-31G (d,p) and DFT at B3LYP/6-31G (d,p) levels
and molecular mechanics calculations of thermodynamic and kinetic parameters for Bruice’s systems 1–6
indicate that the remarkable acceleration in the cyclization of di-carboxylic semi-esters 1–6 is solely the
result of a strain effect and not proximity orientation stemming from the ‘reactive rotamer effect’.

� 2008 Elsevier Ltd. All rights reserved.
The mechanism of enzyme catalysis is similar in principle to
other types of organic chemical catalysis. Enzymes accomplish
enormous rate accelerations using amino acid side chains and
cofactors to stabilize intermediates and reduce the energy required
to reach the highest energy transition state of the reaction. It is ac-
cepted that rate accelerations, manifested by enzymes, are brought
about via binding of the substrate within the confines of the en-
zyme active site. Mechanisms that are thought to contribute to
the rate acceleration observed with enzymes are (a) covalently
by bond strain which is the principle effect of induced fit binding,
where the affinity of the enzyme to the transition state is greater
than that to the substrate itself, (b) catalysis involving proton
donors or acceptors which activates nucleophilic and electrophilic
groups, or stabilizes leaving groups, (c) electrostatic catalysis, (d)
covalent catalysis which involves the substrate forming a transient
covalent bond with residues in the active site, (e) quantum tunnel-
ing which is known as the ‘through the barrier’ mechanism, and (f)
catalysis by proximity and orientation in which the rate of the
reaction is increased as enzyme–substrate interactions align reac-
tive chemical moieties and hold them in close proximity.1 Jencks
and Page have offered a possible explanation for such acceleration
based on entropic driving forces that are caused from freezing out
motions and dampening of vibrational frequencies in the transition
state.2 Bruice3 and Menger4 have suggested that the unique accel-
eration in rates found in such systems is driven mainly by enthal-
pic effects as a result of the proximity of the nucleophile to the
electrophile in the ground state molecules. Examples of chemical
systems based on rate acceleration as a consequence of proximity
effects include (1) the ‘orbital steering’ theory proposed by Kosh-
land,5 (2) the gem-tri-methyl lock (stereopopulation control) sug-
gested by Cohen,6 (3) the ‘spatiotemporal hypothesis’ advocated
by Menger, which suggests that whether a reaction is intermole-
cular or intramolecular is determined by the distance between
ll rights reserved.
the two reacting centers of the reactant,4 and (4) the ‘reactive
rotamer effect hypothesis’ proposed by Bruice and Pandit, which
explains the discrepancy between cyclization rates of different
di-carboxylic semi-esters.3

We have been engaged in studying different intramolecular
reactions to explore the driving force(s) behind their remarkable
acceleration rates.7a,c Using ab initio studies at different levels,
molecular mechanics and semi-empirical molecular orbital
calculation methods, we studied the thermodynamic and kinetic
behavior of the tri-methyl lock system, the cyclization reactions
of x-bromoalkanecarboxylate anions, and the proton transfer
reaction in Menger’s system. The results from these studies re-
vealed the following conclusions: (1) rate acceleration in intramo-
lecular reactions can be driven by proximity orientation that is not
related to strain effects of a starting material and/or a correspond-
ing transition state. For example, our study on acid lactonization of
hydroxy-acids revealed that the enhancement in rates of the lact-
onization of Cohen’s tri-methyl lock system stems from the close
proximity of the electrophile to the nucleophile. Further, it shows
that the rate of the lactonization reaction is solely dependent on
the ratio between the angle of attack of the nucleophile and the
distance between the two reacting centers. This finding is in accor-
dance with Menger’s ‘spatiotemporal hypothesis’ that relates dis-
tance between the nucleophile and the electrophile to the rate of
the reaction.7a–d (2) Significant rate accelerations in intramolecular
reactions are due to both entropic and enthalpic effects and not
only due to enthalpic effects as was proposed by Bruice. (3) The
nature of the reaction (intermolecular or intramolecular) is largely
dependent on the distance between the two reacting centers.7b For
example, our ab initio calculations on Menger’s system show that
when the distance between the two reacting centers is 2.4 Å, the
reaction is intramolecular, whereas when the distance is 3 Å, the
reaction prefers the intermolecular process. Further, our study
shows that the proximity between the nucleophile and the electro-
phile is largely dependent on the strain energy of the system. For a
strained system, the distance between the two reacting centers is
shorter than that in unstrained systems.7
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Menger’s pioneering studies on the acid lactonization of
hydroxy-acids led him to conclude the following rules for proxim-
ity orientation: (i) the reactive centers, A and B, must be within a
critical distance and (ii) if the distance between A and B is larger
than the critical distance, then the proximity effect is not feasible.4

On the other hand, Bruice and Pandit have provided alternative
rules for rate acceleration due to proximity orientation. Using the
observation that alkyl substitution on succinic acid influences rot-
amer distributions (the ratio between the reactive gauche and the
unreactive anti-conformations), they proposed that gem-dialkyl
substitution increased the probability of the resultant rotamer
adopting the more reactive conformation. Thus, for cyclization to
occur, the two reacting termini must be in the gauche conforma-
tion. In the unsubstituted molecule, the reactive termini are almost
completely in the anti-conformation in order to minimize steric
interactions.3

Continuing our studies on the origin of the driving force behind
the high acceleration in the rates of intramolecular reactions mim-
icking enzyme catalysis, using Allinger’s molecular mechanics and
ab initio DFT at the B3LYP/6-31G (d,p) level and HF at 6-31G and
6-31G (d,p) levels, we conducted intensive theoretical work on
Bruice’s system (Scheme 1). The purpose of this study was to test
if the acceleration in the rates of cyclization of di-carboxylic
semi-esters is due to unstrained proximity orientation (Bruice’s
reactive rotamer effect) or to steric effects.

The DFT and HF ab initio calculations were carried out using the
quantum chemical package GAUSSIAN-98.8 The MM2 molecular
mechanics strain energy calculations were performed using Allin-
ger’s MM2 program installed in Chem 3D Ultra 8.0.9 The starting
geometries of all the molecules in this study were obtained using
the ARGUS LAB program.10 The ab initio calculations were carried
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Scheme 1. Di-carboxylic semi-esters 1–6 and their krel values (k (intra/inter)).
out based on the restricted Hartree–Fock (RHF) method with full
optimization of all geometrical variables (bond lengths, bond
angles, and dihedral angles).11 To avoid results with local minima
optimization, the keyword Freq Opt = (Z-matrix,MaxCycle = 300,
CalcAll) GFINPUT IOP(6/7 = 3) was used in the input files of the
starting geometries. The geometry optimizations included estima-
tions of second derivatives (Hessian matrix) for each of the 3n � 6
parameters in each species (2n � 3 for planar structures).12 DEP
analytical gradients were used throughout the optimization.
Geometries were optimized in internal coordinates, and were
terminated when Herbert’s test was satisfied in the Broyden–
Fletcher–Goldfarb–Shanno method (BFGS).

An energy minimum (a stable compound or a reactive interme-
diate) has no negative vibrational force constant. A transition state
is a saddle point, which has only one negative vibrational force
constant.13 The transition state structures were verified using the
MOLDEN program.14 The ‘reaction coordinate method’15 was used
to calculate the activation energy for the cyclization processes of
di-carboxylic semi-esters 1–6. In this method, the value of one
bond is limited for the appropriate degree of freedom, while all
other variables are optimized. The activation energy values for
the cyclization reactions were calculated from the difference in
the energies of the global optimum structures for the reactants
1–6 and the derived transition states of the cyclization reactions.
The transition state structures for the cyclization reactions of 1–4
and 6 were obtained from the increase in the distance between
the phenolic oxygen (O3) and the carbonyl carbon (C2), in incre-
ments of 0.1 Å, whereas the transition state of 5 was achieved from
the approach of the anionic oxygen (O1) to the carboxylic carbon
(C2). The ab initio DFT at B3LYP/6-31G (d,p) and HF at 6-31G levels
of the reactions of 1–4 and 6 were calculated with and without the
inclusion of solvent (water, dielectric constant = 78.39). The key-
words SCF = Tight and SCRF = (Dipole) were used in the input files,
when calculating energies with the incorporation of a solvent.

Bruice3 and Menger4 ascribed the phenomenon of rate acceler-
ations in some intramolecular reactions to the importance of
ground state conformations, namely to the proximity of the nucleo-
phile to the electrophile of the ground state molecules. Menger’s
group developed an equation relating activation energy to dis-
tance. Based on this equation, Menger concluded that enormous
rate accelerations in enzymatic reactions are achieved by imposing
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short distances between the reactive sites of the enzyme and sub-
strate. On the other hand, Bruice attributed enzyme catalysis to
favorable ‘near attack conformations’. According to Bruice’s expla-
nation, systems that have a high quota of near attack conforma-
tions will have a higher intramolecular reaction rate and vice
versa. This idea invokes a combination of angle of attack and
distance between the two reacting moieties.

In contrast to the proximity proposal, others believe that high
rate enhancement in intramolecular reactions is a result of steric
effects (relief in strain energy of the reactants).16 The term strain
usually describes steric effects that might cause acceleration or
inhibition of a reaction rate. An intramolecular reaction may be
Figure 1. The B3LYP/6-31G (d,p) calculated transition state structures TS1

Table 1
Experimental, and MM2 and ab initio-calculated thermodynamic and kinetic properties for

System DDHszB3LYP DDHzB3LYP DDHszHF=6-31G DDHzHF=6-31G DDHszHF=6-31Gðd;pÞ

1 11.82 8.88 28.18 23.22 21.52
2 10.35 9.66 25.89 24.57 20.11
3 4.56 4.12 14.73 14.60 12.78
4 6.82 4.13 NC 13.71 13.96
5 NC NC NC 5.16 NC
6 3.51 2.95 4.86 4.30 4.10

DDGs� is the calculated free activation energy for the cyclization of 1–6 in the presence of
1–6 with and without solvent, respectively. krel is the experimental relative rates of intra
(kinter). DEs (TS � AN) is the MM2-calculated difference in the strain energies of the trans
(TET � AN) is the MM2-calculated difference in the strain energies of the tetrahedral inte
B3LYP refers to DFT at B3LYP/6-31G (d,p), and HF/6-31G and HF/6-31G (d,p) refer to RH
faster than the corresponding intermolecular reaction if the intra-
molecular systems are significantly strained and the strain is
relieved when arriving at a transition state.17

To test whether the discrepancy in the cyclization reaction rates
of di-carboxylic semi-esters 1–6 is due to proximity orientation
(difference in the distance between the nucleophile and the elec-
trophile) or to strain effects, we calculated, using ab initio molecu-
lar orbital methods at B3LYP/6-31G (d,p), HF/6-31G and HF/6-31G
(d,p) levels, the transition state structures as well as the activation
energy values for the cyclization reactions of 1–6. Activation
energy calculations were performed for the two possible routes
(Scheme 2). The first route is the approach of the anionic
–TS4 and TS6 for the cyclization reactions of 1–4 and 6, respectively.

the cyclization of di-carboxylic semi-esters 1–6

DDHzHF=6-31Gðd;pÞ DDGszB3LYP TDSzB3LYP DEs TS � AN DEs TET � AN logkrel

16.69 12.73 �0.91 12.24 7.08 3.00
17.54 10.56 �0.21 10.13 4.67 3.56
11.15 5.13 �0.57 3.12 1.06 5.26

9.85 5.42 1.40 NC NC 5.36
NC NC NC 2.83 0.18 6.11

2.91 2.63 0.88 �0.76 �1.00 7.90

solvent. DDHs� and DDH� are the calculated enthalpic energies for the cyclization of
molecular cyclization (kintra) and the intermolecular cyclization of the counterparts
ition state (TS) and the di-carboxylic semi-ester (AN) in the cyclization of 1–6. DEs

rmediate (TET) and the di-carboxylic semi-ester (AN) in the cyclization of 1–6.
F ab initio methods. NC refers to not calculated.
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carboxylate oxygen of the reactant (O1) toward the carboxylic car-
bon (C2) to furnish a tetrahedral intermediate (route a in Scheme
2), and the second route is collapse of the tetrahedral intermediate
to yield a cyclic anhydride and p-bromophenolate anion (route b,
Scheme 2).

The results of the ‘reaction coordinate’ for both the routes re-
vealed the following: (1) no transition state structures were found
for the approach processes (route a) with 1–6 except for 5, which
Table 2
Correlation equations for B3LYP/6-31G (d,p), HF/6-31G (d,p), HF/6-31G, and MM2-
calculated properties, for the cyclization of di-carboxylic semi-esters 1–6, with the
experimental logkrel values

Equation R value

1 DEs (TS � AN) = �1.9664logkrel + 13.949 0.97
2 DEs (TET � AN) = �1.6158logkrel + 10.744 0.95
3 DDHszB3LYPðd;pÞ = �1.7234logkrel + 16.054 0.92
4 DDHzB3LYPðd;pÞ = �1.4324logkrel + 13.131 0.89
5 DDHszHF=6-31G = �4.8541logkrel + 42.335 0.99
6 DDHzHF=6-31G = �4.5831logkrel + 38.082 0.95
7 DDHszHF=6-31Gðd;pÞ = �3.8035logkrel + 32.565 0.99
8 DDHzHF=6-31Gðd;pÞ = �3.0435logkrel + 26.890 0.99
9 DDGszB3LYPðd;pÞ = �2.0657logkrel + 17.653 0.95

10 DDGzB3LYPðd;pÞ = �1.7747logkrel + 14.729 0.90
11 DDGszB3LYPðd;pÞ = �1.0467DEs (TS � AN) + 3.262 0.99
12 DDGzB3LYPðd;pÞ = �0.9101DEs (TS � AN) + 3.647 0.98

DDGs� and DDG� are the calculated free activation energies for the cyclization
processes of 1–6 with and without solvent, respectively. DDHs� and DDH� are the
calculated enthalpic energies for the cyclization processes of 1–6 with and without
solvent, respectively. krel is the experimental relative rate of the intramolecular
cyclization (kintra) and the intermolecular reaction of the counterparts (kinter). DEs

(TS � AN) is the MM2-calculated difference in the strain energies of the transition
state (TS) and the di-carboxylic semi-ester (AN) in the cyclization of 1–6. DEs

(TET � AN) is the MM2-calculated difference in the strain energies of the tetrahedral
intermediate (TET) and the di-carboxylic semi-ester (AN) in the cyclization of 1–6.
B3LYP (d,p), HF/6-31G and HF/6-31G (d,p) refer to DFT and RHF ab initio methods.
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Figure 2. Plots of the ab initio-calculated properties of di-ca
indicate the presence of a transition state when the distance
between O1 and C2 reached 1.7 Å. This transition state structure
was verified from its one and only negative frequency and highest
enthalpic energy value. (2) The ‘reaction coordinate’ and the
frequency calculations for the collapse route (route b) for each of
the intermediates in systems 1–4 and 6 indicate the presence of
a transition state. The B3LYP/6-31G (d,p) calculated conformations
of the transition state structures are shown in Figure 1. Further,
monitoring of the collapse processes indicates that upon increasing
the distance between C2 and O3 (departure of the leaving group),
opening of the cyclic ring is observed in the collapse processes of
1–4; however, the energy profile for 6 indicates that the cyclic ring
remains intact upon departure of the leaving group.

Using Allinger’s MM2 method,9 we calculated the strain energy
values (Es) for the transition states (TS), tetrahedral intermediates
(TET) and reactants (AN) in the cyclization reactions of 1–6. The
differences in the strain energy values DEs (TS � AN) and DEs

(TET � AN) (see Table 1) were examined for correlations with the
experimental ratio logk (intramolecular)/logk (intermolecular)3

(logkrel), and the results obtained are summarized in Eqs. 1 and 2
(Table 2) and are illustrated in Figure 2a.

Figure 2a and Eqs. 1 and 2 reveal that there is a good correlation
between the calculated MM2 strain energy values (DEs) and the
experimentally calculated krel values. For systems that have small
differences in strain energy values between their transition states
and intermediates (such as in the case of 6), the corresponding
activation energies are low and vice versa. Moreover, attempts to
correlate the distance between O1–C2 with logkrel failed to give
any significant relationship between the two parameters. For
example, the calculated O1–C2 distances for the global minimum
structures for systems 1–6 are similar (�2.4 Å � �2.5 Å) depending
on the calculation method used, whereas the calculated DDH� val-
ues differ significantly (see Table 1). These results suggest that the
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driving force for acceleration in the cyclization process is driven by
strain effects in contrast to what was the previously suggested near
attack proximity orientation.3

In order to further support this conclusion, the B3LYP/6-31G
(d,p), HF/6-31G and HF/6-31G (d,p) calculated activation
energy values with and without the inclusion of water as a
solvent DDHszB3LYPðd;pÞ, DDHzB3LYPðd;pÞ, DDHszHF=6-31G, DDHzHF=6-31G,
(DDHszHF=6-31Gðd;pÞ, (DDHz6-31Gðd;pÞ respectively, see Table 1) were
examined for correlations with DEs, and the results are summa-
rized in Eqs. 3–8 (Table 2). Eqs. 3, 5, and 7 are represented graph-
ically in Figure 2b. Again the correlation results of the enthalpic
activation energy values (DDH�) calculated by the three different
methods with the calculated MM2 strain energy difference (DEs)
reveal the same conclusions, indicating that the driving force for
acceleration is due to strain and not proximity orientation.

In the same manner, the B3LYP/6-31G (d,p) calculated free
activation energy values with and without solvent (water)
(DDGszB3LYPðd;pÞ and DDGzB3LYPðd;pÞ) were examined for correlations
with both logkrel and DEs, and the results indicate excellent corre-
lations between them (Eqs. 9–12 and Figure 2c and d, respectively).
Comparisons of the calculated difference in the free activation en-
ergy values (DDGs�) with that from the experimental krel values
indicate that the best among the three calculation methods to pre-
dict cyclization rates of di-carboxylic semi-esters is B3LYP/6-31G
(d,p). For example, the B3LYP/6-31G (d,p) calculated difference va-
lue between the free activation energy in the cyclization of 1 and 6
(DDGszB3LYPðd;pÞ) is 11 kcal/mol, which is in good agreement with the
experimentally determined value (10 kcal/mol).

The combined results reveal the following: (1) The activation en-
ergy in the studied systems is dependent on the difference in the
strain energies of the transition states and the reactants, and there
is no relationship between the cyclization rate and the distance be-
tween the nucleophile (O1) and the electrophile (C2). (2) The obser-
vation of opening of the cyclic ring during the collapse process (the
reaction rate limiting step) supports the notion that the difference
in the strain energy values of the reactant and the transition states
(resembling the tetrahedral intermediates) plays a crucial role in
the discrepancy in the rates of cyclization of the di-carboxylic
semi-esters studied. (3) Strained reactants such as 6 are more reac-
tive than the less strained reactants, and the reactivity extent is lin-
early correlated with the strain energy difference between the
transition state and the reactant (DEs). (4) The energy needed to
provide a stable transition state for a strained system is less than
that for the unstrained system, since the conformational change
from the reactant to the transition state in the former is smaller.

In conclusion, we have investigated Bruice’s theory of proximity
orientation, and found that in contrast to that suggested by Bruice
and co-workers, the distance between the nucleophile and the elec-
trophile in the systems studied herein is not a factor in determining
the rate of intramolecular cyclization. Further study is underway to
explore the nature of the driving force (proximity vs strain effects)
behind the rate acceleration in other enzyme models.
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